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Graphs are everywhere!

dblp



LARGE-scale Graph Data

dblp



SUMMARIZATION of Big Datasets is Crucial!

dblp



What is graph summarization?
Graph summarization seeks to find: 
• a short representation of the input graph, 

² often in the form of an aggregated or sparsified graph, 
or a set of structures

• which reveals patterns in the original data and 
preserves specific structural or other properties, 
depending on the application domain.

[Yike Liu, Tara Safavi, Abhilash Dighe, Danai Koutra. ACM Computing Surveys ’18] 7



Why graph summarization?
• Reduction of data volume + storage

² e.g., fewer I/O operations
• Speedup of algorithms + queries
• Interactive analysis
• Influence analysis and understanding
• Noise elimination -> reveals patterns
• Privacy preservation

[Yike Liu, Tara Safavi, Abhilash Dighe, Danai Koutra. ACM Computing Surveys ’18] 8
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Summarizing Large Networks: Overview
Domain-specific 
Summaries             

[ICDM’17,
KDD’19]

Structural
Summaries

Latent
Summaries

Query-on-the-edge + Rule-based 
Summaries

Interactive
Summaries

[SDM’14, KDD’15, 
Dat Bull Eng’17, 

SNAM’18, 
SDM’19,

KDD’19a, KDD’20…]

[VLDB’15, Informatics’17]

[KDD’19a, b]

[ICDM’19,
WebConf’20]

Survey: 
[CSUR’18]



Structural
Summaries

Query-on-the-edge + Rule-based 
Summaries

[SDM’14, KDD’15, 
Dat Bull Eng’17, 

SNAM’18, 
SDM’19,

KDD’19a, KDD’20…]

[ICDM’19,
WebConf’20]

This talk: Summarization Meets Outlier Detection

② Graph Streams: 
Persistent and bursty activity detection

[KDD’20]

① Knowledge Graphs: 
Unified error detection and completion 

[WebConf’20]



Structural
Summaries

Query-on-the-edge + Rule-based 
Summaries

[SDM’14, KDD’15, 
Dat Bull Eng’17, 

SNAM’18, 
SDM’19,

KDD’19a, KDD’20…]

[ICDM’19,
WebConf’20]

This talk: Summarization Meets Outlier Detection

② Graph Streams: 
Persistent and bursty activity detection

[KDD’20]

① Knowledge Graphs: 
Unified error detection and completion 

[WebConf’20]



Knowledge graphs (KGs)

store general information about the world in the structure of a graph 

13

edge = triple (subject node or head, 
predicate or relation, 
object node or tail)



Knowledge graphs (KGs)

can be represented as labeled, directed multi-relational graphs

14
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Applications of KGs
Question Answering & Chatbots Automatic Fact Checking

Was Emily 
Dickinson really 
born in the US?

Semantic search                     Financial applications
Biomedical applications          Recommendation systems

…                                           …            

Reading 
Comprehension



KGs are constructed via

Crowd
Sourcing

Web
Crawling

Gao, Liang, Han, Yakout, Mohamed. Building a Large-scale, Accurate and Fresh Knowledge Graph. Tutorial @ KDD’18.
Zalmout, Zhang, Li, Liang, Dong. All You Need to Know to Build a Product Knowledge Graph. Tutorial @ KDD'21.



…which leads to

errors and miss some information



Problems

Solutions

Problems

Current Approach
Knowledge Graphs

missing infoerrors

Tailored
Techniques

Impossible 
for Unknown 

Errors

Development 
Cost

Resource 
Intensive

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] https://github.com/GemsLab/KGIST 19
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Problem

Solution

Proposed Approach

abnOrmAl: errors & missing info

inductive summarization

Knowledge Graphs

https://github.com/GemsLab/


KGIST: Knowledge Graph Inductive SummarizaTion

Find a concise summary 𝑀 of knowledge graph G, 
consisting of inductive, soft rules s.t.

min 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 21

𝑀 =

bits to describe 𝑀 bits to describe 𝐺 with 𝑀

MDL



Rule 𝑔 = 𝐿!, 𝜒! = (root label, children rules)

We formulate rules recursively as rooted, directed, and labeled graphs

𝐿! = {𝐵𝑜𝑜𝑘}

𝜒! = { ,                   }

𝐿! = {𝐹𝑖𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝐹𝑎𝑚𝑖𝑙𝑦}

𝜒! = ∅

𝐿! = {𝐴𝑢𝑡ℎ𝑜𝑟}

𝜒! = { }

𝐿! = {𝐶𝑜𝑢𝑛𝑡𝑟𝑦}

𝜒! = ∅

• A rule asserts things about nodes with the root labels, 𝐿!

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 22



Correct assertions 𝒜"
(!)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 23

Guided traversals 
that a rule implies

instantiation of rule for 
book “War & Peace”

Rule 𝑔

Exceptions indicate errors 
or missing information

Failed guided traversals

&   Exceptions 𝒜%
(!)



KGIST: Knowledge Graph Inductive SummarizaTion

Find a concise summary 𝑀 of knowledge graph G, 
consisting of inductive, soft rules s.t.

min 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 24

𝑀 =

bits to describe 𝑀 bits to describe 𝐺 with 𝑀

MDL

normal abnormal

Exceptions + 
unexplained 

parts

+ unknown 
error types



Deriving 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

Hey Alice, could 
you tell me 

about your KG?
Alice (sender) Bob (receiver)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 25



MDL Model: Overview
Sure! I’ll send:
1) Model-independent information
2) A model 𝑀
3) Any error the model makes

Alice Bob

Ok, send the model the minimizes 
𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 26



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

Model independent info: 
# nodes, # edges, node ids …

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 27



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

𝐿 𝑀 = log(2 ∗ 𝐿𝒱 ; + 𝐿ℰ + 1) + 0
=∈?

(𝐿 𝑔 + 𝐿 𝒜(=) )

# rules rule assertions
Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 28



𝐿 𝑀 = log(2 ∗ 𝐿𝒱 ; + 𝐿ℰ + 1) + 0
=∈?

(𝐿 𝑔 + 𝐿 𝒜(=) )

MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

Great, now let me 
find all the books!

# rules rule assertions
Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 29



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

• Alice continues with the assertions, traversals etc…

• Done with the definition of 𝐿 𝑀

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 30



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

I’ll send the 1s in 
𝑳 and 𝑨 that the 

rules didn’t reveal
Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST

𝐿 𝐺|𝑀 = L(𝑳B) + 𝐿(𝑨B)

31
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MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

There you go!

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 32



KGIST: Knowledge Graph Inductive SummarizaTion

Find a concise summary 𝑀 of knowledge graph G, 
consisting of inductive, soft rules s.t.

min 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 33

𝑀 =

bits to describe 𝑀 bits to describe 𝐺 with 𝑀

MDL

?start with simple 
candidate rules & 

compose



KGIST Method: Overview
1. Generate candidate rules

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 34



KGIST Method: Overview
1. Generate candidate rules
2. Rank candidate rules

² Based on how much they help explain/compress the KG

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 35

Δ𝐿 𝐺 𝑀" ∪ 𝑔 = 𝐿 𝐺 𝑀" − 𝐿(𝐺|𝑀" ∪ 𝑔 )
# bits w/o 𝑔 # bits with 𝑔how much 𝑔 explains



∅

KGIST Method: Overview
1. Generate candidate rules
2. Rank candidate rules

² Based on how much they help explain/compress the KG
3. Select rules

² Based on minimizing 𝐿 𝐺,𝑀

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 36

Cost
𝐿(𝐺,𝑀!)

𝐿(𝐺,𝑀)

𝐿(𝐺,𝑀")

𝐿(𝐺,𝑀#)
𝐿(𝐺,𝑀$)
𝐿(𝐺,𝑀%)

𝑀 =



KGIST Method: Overview
1. Generate candidate rules
2. Rank candidate rules

² Based on how much they help explain/compress the KG
3. Select rules

² Based on minimizing 𝐿 𝐺,𝑀
4. Refine rules

² Merging and nesting

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 37



Problems

Solutions

Problems

Current Approach
Knowledge Graphs

missing infoerrors

Tailored
Techniques

Impossible 
for Unknown 

Errors

Development 
Cost

Resource 
Intensive

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] https://github.com/GemsLab/KGIST 38

Problem

Solution

Proposed Approach: 
KGIST

abnOrmAl: errors & missing info

inductive summarization

Knowledge Graphs

https://github.com/GemsLab/


KGIST Anomaly Scores
• Anomalous entities: violate many rules

² MDL intuition: many bits to describe a node as an exception

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] https://github.com/GemsLab/KGIST 39

𝑀 =

𝜂 𝑣 = J
!∈$ % :
%∈𝒜!

(#)

1

|𝒜(
(!)|

log
|𝒜 ! |
|𝒜(

(!)|
= # bits pointing out 𝑣 as an exception

https://github.com/GemsLab/


KGIST Anomaly Scores
• Anomalous entities: violate many rules

² MDL intuition: many bits to describe a node as an exception

• Anomalous triples: unexplained edges (𝐿(𝐺|𝑀)) + anomalous endpoints

node endpoints predicate

𝜂 𝑠, 𝑝, 𝑜 = 𝜂 𝑠 + 𝜂 𝑜 + 𝜂 P (𝑠, 𝑝, 𝑜)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] https://github.com/GemsLab/KGIST 40

Alice Bob

𝜂 % 𝑠, 𝑝, 𝑜 = '
1
|𝑨&| ∗ log

𝒱 ' ∗ 𝐿ℰ − 𝑨)
𝑨& if 𝑨*,,,%& = 1

0 otherwise

= # bits describing 
unexplained triple

https://github.com/GemsLab/


6.2M 
bits

KGIST compresses real KGs significantly

119M
bits

793M
bits

KGIST

63.57%
KGIST

69.77%
KGIST

75.04%

Freq 91.46%

Freq
674.51%

Freq
896.33%

NELL

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] https://github.com/GemsLab/KGIST 41
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KGIST detects various types of errors

Select q% of 
all nodes and,

remove label add label inject 1 or 2 edges replace label

billionaire, 
entrepreneur, 
person

building,
fruit

park,
carcity

≤ 0.0188
≤ 0.0369

KGIST performs 
best across all 

types of anomalies.

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] https://github.com/GemsLab/KGIST 42
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KGIST identifies where information is missing

1. Remove entities / nodes (e.g. Mary Shelley)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 43

③
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KGIST identifies where information is missing

1. Remove entities / nodes (e.g. Mary Shelley)
2. Run KGIST on perturbed graph
3. Find where entities are missing

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 44

𝑀

③
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KGIST identifies where information is missing

KGIST significantly 
outperforms the baselines. 

It complements LP methods.

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 45
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Structural
Summaries

Query-on-the-edge + Rule-based 
Summaries

[SDM’14, KDD’15, 
Dat Bull Eng’17, 

SNAM’18, 
SDM’19,

KDD’19a, KDD’20…]

[ICDM’19,
WebConf’20]

This talk: Summarization Meets Outlier Detection

② Graph Streams: 
Persistent and bursty activity detection

[KDD’20]

① Knowledge Graphs: 
Unified error detection and completion 

[WebConf’20]



Summarizing Evolving Networks

47[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer

One possibility: summary of frequent graph patterns

• Related topics:
² Motif Mining 

§ [Kovanen+, JSTAT’11], [Paranjape+, WSDM’17], [Liu+, WSDM’19]

² Frequent Subgraph Mining 
§ [Abdelhamid+,TKDE’17], [Aslay+, CIKM’18]

https://github.com/GemsLab/PENminer


bursty anomaly continual, regular

Occurrences tt Occurrences

1
3

Summarizing Evolving Networks

48
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[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer
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Summarizing Evolving Networks

49

Summarize graph stream G, 
with persistent “activity snippets”.

3

1

2 3
1 2 t

[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer

https://github.com/GemsLab/PENminer


Activity Snippet
An activity snippet describes a sequence of activity among 

connected nodes in a network
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1 2 3Time t

1 2
3La
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1 2 3
Labels

~ temporal motif
[Paranjape+, WSDM’17]
+ edge deletions
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Axioms of Persistence

A1: Persistence should be 0 iff there are 0 occurrences

Persistence > 0Persistence = 0

Measurement Interval Measurement Interval

51



Axioms of Persistence

A1: Persistence should be 0 iff there are 0 occurrences
A2: As the interval becomes infinitely filled with unique occurrences, 
persistence should tend to infinity

Persistence → ∞

Measurement Interval

52



Axioms of Persistence

A1: Persistence should be 0 iff there are 0 occurrences
A2: As the interval becomes infinitely filled with unique occurrences, 
persistence should tend to infinity
A3: Shifting all occurrences should not affect persistence

Measurement Interval

53



Axioms of Persistence

A1: Persistence should be 0 iff there are 0 occurrences
A2: As the interval becomes infinitely filled with unique occurrences, 
persistence should tend to infinity
A3: Shifting all occurrences should not affect persistence
A4: Shrinking the interval of measurement leads to higher persistence

Measurement Interval
Persistence

54



Properties of Persistence

P1: For two snippets with 𝑛 unique, uniformly-spaced occurrences,
persistence is larger for the snippet with occurrences over a wider interval

Persistence

<

Persistence
Measurement Interval

Occurrence Interval

Occurrence Interval

55



Properties of Persistence

P1: For two snippets with 𝑛 unique, uniformly-spaced occurrences, 
persistence is larger for the snippet with occurrences over a wider interval
P2: For two snippets with unique, uniformly-spaced occurrences spread out 
over the same interval, 

Persistence

<

Persistence

Measurement Interval

Occurrence Interval

persistence is larger for the snippet with more
occurrences

56



Properties of Persistence

P1: For two snippets with 𝑛 unique, uniformly-spaced occurrences, 
persistence is larger for the snippet with occurrences over a wider interval
P2: For two snippets with unique, uniformly-spaced occurrences spread out 
over the same interval,

P3: The persistence of a snippet 
with 𝑛 unique occurrences in an 
interval is maximized iff the 
occurrences are spread out 
uniformly

Persistence

<

Persistence

Measurement Interval

Occurrence Interval

persistence is larger for the snippet with more
occurrences

57



1

3

Measuring Snippets’ Persistence

1

2 3
1 2

5

4
2

5

9

width

width
frequency

frequency

spread

spread

[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer 58

Entropy of distribution 
of gaps between 

occurrences

High Entropy ⇒ High Spread

Low Entropy ⇒ Low Spread

https://github.com/GemsLab/PENminer


1

3

Measuring Snippets’ Persistence

1

2 3
1 2

5

4
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9

width

width
frequency

frequency

spread

spread

[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer 59

Entropy of distribution 
of gaps between 

occurrences

High Entropy ⇒ High Spread

Low Entropy ⇒ Low Spread

Our Solution: 
PENminer

Offline + Streaming variants

* Measure of persistence can apply to any 
data stream.

https://github.com/GemsLab/PENminer


Engaged Discussions & Regular Interactions

36 back-and-forths in 1 hour

1

2

Subtly Persistent 
(Answered)

Bursty
(Commented on 

Answer)

u82199

u72603

u23354 u1950

u55747

Regularly answering the same users Qs

60[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer

Persistent 
(Commented on 

Answer)

①
Fin
din
gs

PvF plot

https://github.com/GemsLab/PENminer


Real-time Anomaly Detection

subtly anomalous bike trips in Chicago IL

bursty network attacks in DARPA IP network

Subtle anomalies like these

Bursty anomalies like these

61[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer

②
Fin
din
gs

Setup:
- Represent each activity snippet at time t with a 2d point <frequency, persistence>
- Apply a streaming anomaly detection method (e.g., Random Cut Forest or RCF [Guha+, ICML’16])

[Eswaran+, ICDM’18]                  [Dai+, PVLDB’14]
[Bhatia+, AAAI’20]

https://github.com/GemsLab/PENminer


Real-time Anomaly Detection

Subtle anomalies like these

Bursty anomalies like these

62

PENminer outperforms all baselines at the new task of finding subtle anomalies, 
and performs competitively at finding bursty anomalies 

against baselines designed specifically for that task.

[Eswaran+, ICDM’18]                  [Dai+, PVLDB’14]
[Bhatia+, AAAI’20]

[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer
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https://github.com/GemsLab/PENminer


Surprisingly Regular Taxi Trips

Mysterious trip every day

From Queens

To near UN building 

Around midnight

For over two months

63[Caleb Belth, X. Zheng, D. Koutra. ACM KDD’20] https://github.com/GemsLab/PENminer

③
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NYC Taxi 
data

https://github.com/GemsLab/PENminer


Recap: Graph Summarization Meets Outlier Detection

• Summarization can help identify patterns and anOmaliEs in the data

• Rule-based summarization of KGs can help unify multiple refinement 
tasks that are traditionally solved by tailored approaches [WWW’20]
² KGist can identify various types of errors in KGs and                                          

missing information

• Summarization of graph streams with persistent                                  
activity snippets [KDD’20]

² Beyond just frequency; capture how patterns evolve
² The relationship of frequency and persistence highlight anomalies

+ unknown 
error types



Talk based on the following papers
• Y. Liu, T. Safavi, A. Dighe, D. Koutra. Graph Summarization Methods and Applications: A Survey. ACM 

Computing Surveys 2018.

• Caleb Belth, Xinyi (Carol) Zheng, Jilles Vreeken, Danai Koutra. What is normal, What is Strange, and 
What is Missing in a Knowledge Graph: Unified Characterization via Inductive Summarization. The Web 
Conference (WWW/TWC) '20. 

• Caleb Belth, Xinyi (Carol) Zheng, Danai Koutra. Mining Persistent Activity in Continually Evolving 
Networks. ACM SIGKDD ’20. 
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Thank you!
Questions? 
Danai Koutra

dkoutra@umich.edu
Mark HeimannCaleb Belth Marlena Duda Di Jin Tara Safavi Yujun Yan

Jiong Zhu

Jing Zhu

Puja Trivedi

Graph Summarization Meets Outlier Detection
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